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Project Number - AR1795
Abstract

The Robotics Vision System (Figure 1) is designed with on the Philips LPC2138 microcontroller and the HAMAMATSU CMOS linear image sensor S9226. The microcontroller is programmed with software that implements a very efficient algorithm for detection of a line position in the camera’s object plane and converts the line position in analog voltage. The vision system can be used in many robotics applications where position detection is necessary. That includes line following toys and industrial robots. The system is also perfect for distance measuring by the triangulation method. 
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Figure 1. Robotics Vision System

Motivation

The development of more advanced robots is impossible without fast, reliable and cost-effective image sensors [1]. During recent years participation in robot races has become very popular [2-7].  Such events inspire students to study science. Unfortunately, they have a very limited choice of sensors. There is no low cost, or processor power efficient image sensor that is suitable to be installed, for example, on a Lego robot. 

The goal of this robot is develop a small, cost efficient vision system on the Philips LPC2138 microcontroller to be used on Robofest and other robot competitions. 

Block Diagram

The internal structure of the system is very simple.  It consists of LPC-H2138 header board for the Philips LPC2138 microcontroller from Olimex Ltd (www.olimex.com),  HAMAMATSU CMOS linear image sensor S9226 (http://www.hamamatsu.com/) and the objective lens.  
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Figure 2. Block diagram

Operation Principles

The objective lens builds an image of the line L on the image sensor. The sensor detects the image of the line and converts it in an electrical signal. The 10-bit ADC converter of the microcontroller samples the electrical signal. The array of the samples is filtered in software. The line position in the camera’s object plane is detected and converts in an analog voltage V in the range from 0 to 3.3V. The voltage is directly proportional on the line position. When the line on the optical axes of the vision system, the voltage is in the middle of the range. When the line is shifted to the right, the voltage drops below 1.65V.  When the line is shifted to the left, the voltage raises above 1.65V. When there is no line in the camera’s object plane, the voltage stays at 3.3V.
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Figure 3. Operation principles

Schematic


The schematic of the Robotics Vision System is shown in  Figure 4. The powerful set of peripherals of the LPC2138 and microcontroller-oriented interface of the image sensor allows glueless integration of the system. The control inputs of the sensor connected directly to the capture inputs and the match output of the microcontroller timers.   The timing chart of the system is shown on the Figure 5
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Figure 4. The schematic of the Robotics Vision System
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Figure 5. Timing chart for the image sensor S9226

Software Design

Software for the Robotics Vision System was designed using Unified Modeling Language (UML). The structure and behavior of the Robotics Vision System is depicted on the class diagram (Figure 6) and the initialization sequence diagram (Figure 7) and the image capture sequence diagram (Figure 8).

Software Implementation

The Robotics Vision System software was implemented in C++ using a GNU compiler and CrossStudio from Rowley Associates Ltd. The source code and workspace is included in the contest entry submission. 
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Figure 6. Robotics Vision System Class Diagram
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Figure 7. Initialization of the Robotics Vision System
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Figure 8. Image capture

�My project was to create a robot that could be controlled from � HYPERLINK "http://www.mathworks.com" �Matlab� and that has a camera. An additional need was that the robot could be controlled from a PC running Windows 2000. The robot is following a line
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